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ABSTRACT 
The knowledge of the external wall temperature distributions on calandria tubes is of major concern in 
nuclear safety analysis. Therefore, a full-scale modeling of the moderator using Computational Fluid 
Dynamic models is necessary. The use of a 2D CFD model have shown that the geometry of calandria 
nozzles has a strong effect on the flow distribution. However, obtaining realistic data about inlet condi-
tions constitutes a difficult task because of the complexity of the turbulent jet dynamics as well as the 
strong difference of the mesh characteristic length between the nozzles and the calandria vessel. There-
fore, the present study is aimed to find appropriate water-jet modeling approaches that can help us in 
improving moderator circulation simulations. The principal interest consists of finding a semi-
analytical nozzle model that can be used as a constitutive relationship in a CFD code. This approach 
will contribute both to increase the number of meshes in the calandria vessel as well as to decrease the 
computational time. 

1. INTRODUCTION 
The knowledge of the external wall temperature distributions on calandria tubes is of major con-

cern in nuclear safety analysis. Some experimental simulations of the moderator circulation were car-
ried out using scaled-down set-ups (Hadaller et al. [1]). Analytical models were developed by replacing 
the calandria by an equivalent porous media with appropriate anisotropic hydraulic resistances (Huget 
et al. [2]; Yoon et al. [3]). This technique has the advantage of treating a non-connected domain as an 
equivalent quasi-continuous media. Some efforts have been also deployed to validate this type of mod-
eling approach (Huget et al. [2]; Carlucci et al. [4]). However, this type of calculations cannot provide 
information about local velocity variations. 

Within the framework of the present study, a full-scale modeling of the moderator using a Com-
putational Fluid Dynamic code (FLUENT) is underway. A previous use of a 2D model has shown that 
the geometry of calandria nozzles has a strong effect on the flow distribution. Yoon & Park [5] sug-
gested to model the flow at the entrance of the calandria as successive flow circulations through a 
portion of a straight pipe, a curved pipe, and a circular nozzle placed in front of an impinging plate, and 
to use the results as input data in full-scale calculations. Obtaining these data requires large computa-
tional resources before performing complete flow simulations, while they do necessarily represent 
neither the real geometry nor the actual flow conditions. The aim of the present work consists of find-
ing a semi-analytical nozzle model that can be used as a constitutive relationship in a CFD code. To 
this purpose, a CFD jet model is validated to generate the required data for ulterior development of an 
appropriate nozzle correlation. This approach will contribute both to increase the number of meshes in 
the calandria vessel as well as to decrease the computational time. 

2. TURBULENT FLOW EQUATIONS 
The ic-co SST turbulent model is used for carrying out the numerical simulations, which instead 

of using an instantaneous formulation; it uses Reynolds-Averaged Navier-Stokes (RANS) equations. 
These equations are summarized as: 
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2. TURBULENT FLOW EQUATIONS 

The κ-ω SST turbulent model is used for carrying out the numerical simulations, which instead 
of using an instantaneous formulation; it uses Reynolds-Averaged Navier-Stokes (RANS) equations. 
These equations are summarized as:  
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It is apparent that to solve this system two additional equations are required. The new equations satisfy 
the transport of turbulent kinetic energy x and its dissipations rate co; they are written as: 
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The x-co SST model is in close agreement with measurements of plane and round jets which 
spread over one or several walls. It also permits to combine the accurate approach of the x-co equations 
in the near-wall region with the most popular 1C-E solver for simulating far flow field zones. More de-
tails about the coefficients included in these equations are given in [6]. 

3. FLOW MODELING SCHEME AND BOUNDARY CONDITIONS 
Due to the geometry of the jet, the domain can be reduced to an axis-symmetric bi-dimensional 

problem. The jet inlet velocity is characterized by a time-averaged fully developed turbulent profile and 
a given turbulent intensity. Atmospheric pressure was applied at the exit as well as at the top of the 
domain (see Figure 1). 

Pressure boundary Pressure boundary 
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Figure 1. Geometrical scheme used to carry out FLUENT simulations. 

The upper boundary condition permits to model secondary flows caused by the mean jet stream 
(i.e., the jet mass flow rate increases due to the secondary flow). Finer mesh was applied in the lower 
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spread over one or several walls. It also permits to combine the accurate approach of the κ-ω equations 
in the near-wall region with the most popular κ-ε solver for simulating far flow field zones. More de-
tails about the coefficients included in these equations are given in [6]. 
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part of the domain to capture all the wall boundary layer features and the enhanced wall treatment was 
used. More details about this approach are available on the FLUENT code user guide [6]. Figure 1 also 
shows the geometry used for the simulations and the locations where the numerical results where sam-
pled for comparing with experimental data. 

FLUENT uses a Non-Staggered Control Volume Storage Scheme (Ramezanpour et al. [7]); 
thus, it evaluates the flow properties at the center of each cell, which are then extrapolated using a 
pressure discretization scheme. The PRESTO! option is used because it is particularly adapted to 
strongly curved flows (Ramezanpour et al. [7]). The pressure based solver and the pressure-velocity 
coupling algorithm (SIMPLE) are used due to their robustness in treating incompressible flow prob-
lems. 

4. COMPARISON OF FLUENT SIMULATIONS WITH EXPERIMENTAL DATA 
The heat transfer from calandria tubes to the moderator depends on flow velocity distributions 

close to the tube walls as well as on the effect of turbulence close to stagnant regions. Therefore, these 
two features must be correctly modeled, in particular for moderator injection regions. Even though the 
mean flow characteristics can be easily calculated, modelling the effect of turbulence is always cum-
bersome. The major difficulty arises from the fact that most turbulent models tend to overestimate the 
turbulent kinetic energy. As it has been discussed before, the main objective of this work consists of 
establishing the best strategy for simulating impinging jets. To this aim, the results of the simulations 
are compared with the experimental data given in the open literature. Table 1 summarizes the principal 
characteristics of the experiments selected for the present work. With the exception of the results ob-
tained from numerical simulations given in Had2iabdie & Hanjalie [8], the rest of the referred research 
works contains experimental data. Note that these data have been collected using different measure-
ment techniques. Moreover, two separate comparisons are presented; first the mean flow velocities 
calculated at different axial and radial locations are compared with available data, then the effect of 
turbulence on the simulations is discussed in detail. 

Table 1. Summary of works used for validating the present simulations. 

Reference 

Inside 
Diameter 

(mm) 

Wall 
Thickness 

SID 

Discharge 
Distance 

z/D 

Reynolds 
Number 

Fluid 

Type of Meas-
urements 

Axial and radial 

Cooper et al. [9] 101.6 0.0313 2 70000 Air (Hot-wire ane-

26.0 23000 
mometer)

Faiweather & Har-
grave [10] 

13.3 NA 2 18800 Air Radial (PIV) 

Axial 
Geers et al. [11] 36.0 NA 2 23000 Air 

rIEO, r/1 0.5 

(LDA and PIV) 

Axial 
Brison & Brim [12] 

r110.5 (LDA 
26.0 0.112 2 23000 Air and hot-wire 

anemometer) 

Simulations 
Had2iabdie & Han-
jali6 [8] 

NA NA 2 20000 NA H/E0.0125, 
H/D=0.05 

NA: not available. 
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4.1 COMPARISON OF SIMULATED MEAN FLOW VELOCITIES WITH DATA 
Yoon & Park [5] represented the moderator injection system in the calandria vessel of a 

CANDU-6 as an impinging jet. Their simulations were validated by using data given in Cooper et al. 
[9]. Herewith, the same experiments are simulated using the FLUENT code (see Figure 2). In general, 
the mean flow velocities at different radial locations calculated with FLUENT are in very good agree-
ment with the data. At the flow centerline, however, the code underpredicts the experimental trends. 
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Figure 2. Comparison of FLUENT simulations with experimental data given in [9]. 

Other authors have also studied experimentally axis-symmetric impinging turbulent jets for a 
discharge height equal to twice the diameter of the nozzle (i.e., references [10] and [11] in Table 1). In 
general, most impinging flow jet measurements are carried out along axial directions to provide neces-
sary information for determining the local heat transfer conditions at different radial locations. Fair-
weather & Hargrave [10] collected both radial and axial flow jet velocity information close to the noz-
zle discharge region as well as very close to the impinging plate. Some of these measurements corre-
spond to those obtained at a similar location by Geers et al. [11] using a similar fluid at almost the same 
Reynolds number (see Table 1) but inspecting the flow in the axial direction. Since the two sets of 
measurements were carried out orthogonally each other, only a few data points can be simultaneously 
compared with the simulations. Comparisons of the mean velocity components along an axis located at 
r/D = 0.5 are shown in Figures 3 and 4. 
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Figure 3. Comparison of simulated axial velocity at r/D = 0.5 with data given in [10,11]. 
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Figure 4. Comparison of the simulated radial velocity at riD = 0.5 with data given in [10, 11]. 

From these figures, it can be observed that the numerical simulations follow the experimental 
data of Geers et al. [11] quite well. In turn, the numerical results are not able to follow the experiments 
carried out by Fairweather & Hargrave [10]. In order to better determine if there is a particular reason 
that makes the code to fail in simulating the former case, the two data sets are compared with the nu-
merical results for only one axial location. Figures 5 and 6 show these comparisons with data given in 
[10, 11] at a distance from the nozzle of 1.75D. 
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Figure 5. Comparison of simulated axial velocity at z = 1.75D with data given in [10, 11]. 

Since the Reynolds numbers of both experiments are closer each other, we assume that 
the data can be compared themselves; thus, it seems that the data given in [10] underestimate 
the jet spreading. Since the authors have used different experimental techniques and proce-
dures, this affirmation should be taken with precaution. In order to validate our observation, 
the present simulations are compared also with similar ones carried out by Hadliabdio & 
Hanjalio [8] (see Table 1); the results are shown in Figures 7 and 8. 
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Figure 6. Comparison of simulated radial velocity at z =1.75D with data given in [10, 11]. 
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Figure 7. Comparison of present axial velocity calculations with simulations given in [8] 

Despite the fact that Hadliabdio & Hanjalie [8] used the Large Eddy Simulation (LES) 
approach, while for the present work we use the RANS model available in FLUENT, both 
simulations, however, are quite similar. Therefore, they confirm the aforementioned observa-
tion concerning the data given in reference [10]. Since these data will be used to validate the 
calculations of the velocity fields in the neighborhood of the impingement, the quality of the 
data is of prime importance. Moreover, in some cases the velocities were determined by the 
light dispersion caused by small oil particles injected into the main flow stream [10]. In such 
a case, inertia effects make it difficult to associate particle velocities to the main flow. In 
addition, in contact to the plate, the impinging oil particles can be subdivided and dispersed 
backward creating a cloudy region where the velocity of the transporting fluid becomes very 
difficult if not impossible to be accurately determined. 
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Figure 8. Comparison of present radial velocity calculations with simulations given in [8] 

4.2 TURBULENT KINETIC ENERGY IN IMPINGING JETS 
A considerable part of impinging turbulent jets studies deals with the heat transfer oc-

curring all along impinging plate. It must be pointed out that the heat transfer can be divided 
in two principal regions: the impingement area (rID < 2) in which the fluctuating velocity 
components dominate the heat transfer process, and the wall jet area (r/D>2) where the mean 
fluid motion plays the most significant role for the transport of energy by convection. Thus, 
modeling turbulence constitutes an important part of turbulent jet studies associated with the 
understanding of heat transfer and heat transfer enhancement mechanisms. Figure 9 shows the 
turbulent kinetic energy distribution predicted by FLUENT. 
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Figure 9. Simulated turbulent kinetic energy distributions. 

It is apparent that the turbulent kinetic energy reaches a maximum at two different lo-
cations. As expected, the turbulence reaches high values in the shear layer of the jet, before 
the impingement takes place, in the potential core region. It must be pointed out that several 
studies were performed at rID = 0.5 to characterize the turbulence intensity along the shear 
layer (among others: Ashforth-Frost & Jambunathan [13]; Zhang et al. [14]; Isman et al [15]; 
Geers et al. [11]; Brison & Brun [12]). After the flow is deflected by the solid wall, another 
maximum occurs in the wall region at a location that extends from rID = 1 to 3. 
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Geers et al. [11] have shown that the value of the root mean square of the fluctuating 
velocity components were different according to the direction of the measurements, in both 
the stagnation and shear layer regions. Thus, the fluctuating velocity fields are strongly ani-
sotropic. Because most of the studies provide the fluctuating velocity components rather than 
turbulence itself, it is sometimes quite difficult to compare the experimental data with nu-
merical results obtained from ic-s and ic-o) models, where the transport of turbulence is based 
on an isotropic turbulence assumption. Instead, it is possible to introduce the mean fluctuating 

2 
velocity component by using lc = —1 Z . If u', = u'1 for every (ij), then = i x- (i.e., 

anisotropic turbulence hypothesis). After isolating the r.m.s. value from FLUENT simula-
tions, they are compared with the data of Geers et al. [11]; Figures 10 and 11 show these 
comparisons. 
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Figure 10. Comparison of fluctuating velocities (simulated) vs. data [11] (rID = 0.0). 
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From these figures it is observed that the computed turbulent velocities tend to ap-
proximate the highest fluctuating component as given by the experiments. In addition, other 
available experiments were also simulated. To this purpose the experiment cited in Brison & 
Brun [12] for a Reynolds number equal to 23000, obtained at rID = 0.5 was also simulated. 
Note that the location of the measurements corresponds exactly to the location where the 
maximum of the jet shear layer occurs, i.e., where the turbulent fluctuations are the highest in 
the jet region. All the simulations were carried out using the ic-s eddy viscosity model. The 
comparison of the simulations with the data is shown in Figure 12. 
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Figure 12. Comparison of simulations using the ic-s model vs. data given in [12]. 

Similar to most of CFD codes, FLUENT tends to overestimate the turbulent kinetic 
energy. It has been pointed out that this excess of turbulent kinetic energy can provoke a 
300% overprediction of the heat transfer rate (Ashforth-Frost & Jambunathan [13]). However, 
beyond a distance of 0.25D from the wall, the calculations are in general in good agreement 
with data. Due to the overprediction observed with the ic-s model, it seems that it is not ap-
propriated to handle impinging flow. As it was mentioned before, this particular behavior can 
be due to the fact that this model was initially developed for treating parallel flows. FLUENT 
provides, however, other optional turbulent models. To study these effects, the simulations 
were repeated using the following options: RNG, ic-s realizable, x-w, ic-03 SST. The results 
are compared with the five equations RSM model, which takes into account anisotropy ef-
fects, in Figure 13. It can be argued that the overprediction associated to the ic-s model is due 
to the anisotropy turbulence hypothesis; however, this figure also shows that ic-s RNG model 
produces better results than the RSM model. It must be pointed out that a similar observation 
was given by Zhang et al. [14] who recognized that the overprediction of standard ic-s and x-s 
RNG models is mainly due to an inappropriate representation of both the turbulent kinetic 
energy source and dissipation rate terms, rather than the assumption of isotropy. In turn, the 
Figure 13 also shows that the ic-ca SST model provides results which follow the experimental 
trends very closely. This model permits the low Reynolds number effects to be taken into 
account and it is particularly very efficient in the neighborhood of the impingement region. 
Assuming that this model is the most appropriated for handling impinging flows, the simula-
tions can now be compared with data collected in the regions where the turbulence reaches its 
maximum. Unfortunately, there is no available experimental data, therefore, the present simu-
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lations are compared with similar ones obtained using the LES model by Hadkiabdio & Han-
jalid [8]; these comparisons are shown in Figure 14. 
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Figure 14. Turbulent kinetic energy distributions obtained using the LES [8] and the ic-co SST 
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At a location zID = 0.05, the results of both simulations are quite similar and the 
maximum is reached nearly rID = 1.8. However, Hadliabdio & Hanjalio 181 did not observe 
an influence of the axial position on the distributions. Closer to the wall, i.e., z/D = 0.0125, 
the normalized distributions obtained with fluent are significantly smaller. This is acceptable 
because FLUENT imposes a zero turbulent intensity over the wall. 
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field in the stagnation region without introducing usually observed overpredictions. All the 
simulations were in good agreement with the experimental data, except for the Fairweather & 
Hargrave [10] case. Since FLUENT has been fully validated, numerical experiments can now 
be performed to simulate discharge length effects. Further, the simulations will provide ex-
haustive information in such a way that some form of an analytical modeling approach will be 
developed for calculating the mean velocity fields as well as turbulence in calandria nozzles. 
The results will help us in achieving a full 3D simulation of the moderator circulation system 
using moderate computational power. 

ACKNOWLEDGMENTS 
This work was funded by the Hydro-Quebec chair in nuclear engineering and by the 

NSERC discovery grant # RGPIN 41929. 

REFERENCES 

[1] Hadaller, G.I., Fortman, R.A., Szymanski, J, Midvidy, W.I. & D.J Train (1996). "Fric-
tional Pressure Drop for Staggered and In-Line Tube Bank with Large Pitch to Diameter 
Ratio," 17th CNS Conf., Federiction, New Brunswick, Canada. 

[2] Huget, R.G., Szymanski, J. & W. Midvidy (1989). "Status of Physical and Numerical 
Modelling of CANDU Moderator Circulation,"10th Annual Conf. CNS, Ottawa, Canada. 

[3] Yoon, C, Rhee, B.W and B.-J. Min (2004) "Development and Validation of the 3-D 
Computational Fluid Dynamics Model for Candu-6 Moderator Temperature Predictions," 
Nuclear Technology, Vol. 148, pp. 259-265. 

[4] Carlucci, L.N., Agranat, V., Waddington, M., Khartabil, H.F. & J. Zhang (2000). "Pre-
dicted and Measured Flow and Temperature Distributions in a Facility for Simulating In-
Reactor Moderator Circulation," CFD 2000 Conf., Montreal, Canada. 

[5] Yoon, C. & J.H. Park (2006) "CFD Prediction of the Inlet Nozzle Velocity Profiles for the 
CANDU Moderator Analysis," 27th Annual CNS Conference, Toronto, Canada. 

[6] FLUENT User Guide (2005). 
[7] Ramezanpour, A., Mirzaee, I., Firth, D. & H. Shirvani (2007) "A Numerical Heat Transfer 

Study of Slot Jet Impinging on an Inclined Plate," Int. Journal of Numerical Methods for 
Heat and Fluid Flow, Vol. 17 No. 7, pp. 661-676. 

[8] Had2iabdie, M. & K. Hanjalie (2008) "Vortical Structures and Heat Transfer in a Round 
Impinging Jet," J. Fluid Mech, Vol. 596, pp. 221-260. 

[9] Cooper, D., Jackson, D.C., Launder, B.E. & G.X. Liao (1993) "Impinging Jet Studies for 
turbulence Model Assessment, Part I: Flow-field Experiments," Int. J. Heat Mass Trans-
fer, Vol. 36, pp 2675-2684. 

[10] Fairweather, M. & G.K. Hargrave (2002) "Experimental Investigation of an Axisymmet-
ric, Impinging Turbulent Jet. 1. Velocity Field," Experiments in Fluids, Vol. 33, pp. 464-
471. 

[11] Leon, F.G., Geers, M., Turners, J. & K. Hanjalie (2004) "Experimental Investigation of 
Impinging Jet Arrays," Experiments in Fluids, 36, pp. 946-958. 

[12] Brison, J.F. & G. Brun (1991) "Round Normally Impinging Turbulent Jets," 15th Meeting 
of IAHR Working Group on Refined Flow Modelling, ECL, Lyon, France. 

[13] Ashforth-Frost, S. & K. Jambunathan (1996) "Numerical Prediction of Semi-Confined Jet 
Impingement and Comparison with Experimental Data," Int. Journal for Numerical Meth-
ods in Fluids, Vol.23, No. 3, pp. 295-306. 

11 of 12 

 

field in the stagnation region without introducing usually observed overpredictions. All the 
simulations were in good agreement with the experimental data, except for the Fairweather & 
Hargrave [10] case. Since FLUENT has been fully validated, numerical experiments can now 
be performed to simulate discharge length effects.  Further, the simulations will provide ex-
haustive information in such a way that some form of an analytical modeling approach will be 
developed for calculating the mean velocity fields as well as turbulence in calandria nozzles. 
The results will help us in achieving a full 3D simulation of the moderator circulation system 
using moderate computational power. 
 
ACKNOWLEDGMENTS 

This work was funded by the Hydro-Québec chair in nuclear engineering and by the 
NSERC discovery grant # RGPIN 41929.  
 
 
REFERENCES 
 

[1]   Hadaller, G.I., Fortman, R.A., Szymanski, J, Midvidy, W.I. & D.J Train (1996). “Fric-
tional Pressure Drop for Staggered and In-Line Tube Bank with Large Pitch to Diameter 
Ratio,” 17th CNS Conf., Federiction, New Brunswick, Canada. 

[2]   Huget, R.G., Szymanski, J. & W. Midvidy (1989). “Status of Physical and Numerical 
Modelling of CANDU Moderator Circulation,”10th Annual Conf. CNS, Ottawa, Canada. 

[3]  Yoon, C, Rhee, B.W and B.-J. Min (2004) “Development and Validation of the 3-D 
Computational Fluid Dynamics Model for Candu-6 Moderator Temperature Predictions,” 
Nuclear Technology, Vol. 148, pp. 259-265. 

[4]   Carlucci, L.N., Agranat, V., Waddington, M., Khartabil, H.F. & J. Zhang (2000). “Pre-
dicted and Measured Flow and Temperature Distributions in a Facility for Simulating In-
Reactor Moderator Circulation,” CFD 2000 Conf., Montréal, Canada. 

[5]    Yoon, C. & J.H. Park (2006) “CFD Prediction of the Inlet Nozzle Velocity Profiles for the 
CANDU Moderator Analysis,” 27th Annual CNS Conference, Toronto, Canada. 

[6]    FLUENT User Guide (2005). 
[7]    Ramezanpour, A., Mirzaee, I., Firth, D. & H. Shirvani (2007) “A Numerical Heat Transfer 

Study of Slot Jet Impinging on an Inclined Plate,” Int. Journal of Numerical Methods for 
Heat and Fluid Flow, Vol. 17 No. 7, pp. 661-676. 

[8]   Hadžiabdić, M. & K. Hanjalić (2008) “Vortical Structures and Heat Transfer in a Round 
Impinging Jet,” J. Fluid Mech, Vol. 596, pp. 221-260. 

[9]    Cooper, D., Jackson, D.C., Launder, B.E. & G.X. Liao (1993) “Impinging Jet Studies for 
turbulence Model Assessment, Part I: Flow-field Experiments,” Int. J. Heat Mass Trans-
fer, Vol. 36, pp 2675-2684. 

[10]  Fairweather, M. & G.K. Hargrave (2002) “Experimental Investigation of an Axisymmet-
ric, Impinging Turbulent Jet. 1. Velocity Field,” Experiments in Fluids, Vol. 33, pp. 464-
471. 

[11]  Leon, F.G., Geers, M., Tummers, J. & K. Hanjalić (2004) “Experimental Investigation of 
Impinging Jet Arrays,” Experiments in Fluids, 36, pp. 946-958. 

[12]  Brison, J.F. & G. Brun (1991) “Round Normally Impinging Turbulent Jets,” 15th Meeting 
of IAHR Working Group on Refined Flow Modelling, ECL, Lyon, France. 

[13] Ashforth-Frost, S. & K. Jambunathan (1996) “Numerical Prediction of Semi-Confined Jet 
Impingement and Comparison with Experimental Data,” Int. Journal for Numerical Meth-
ods in Fluids, Vol.23, No. 3, pp. 295-306. 

29th Annual Conference of the Canadian Nuclear Society 
32nd CNS/CNA Student Conference

June 1-4, 2008
Marriott Eaton Centre, Toronto, Ontario

11 of 12



29th Annual Conference of the Canadian Nuclear Society June 1-4, 2008 
32nd CNS/CNA Student Conference Marriott Eaton Centre, Toronto, Ontario 

[14] Zhang, Y, Fan J.-Y. & J. Liu (2005) "Numerical Investigation Based on CFD for Air 
Impingement Heat Transfer in Electronics Cooling," Conference on High Density Micro-
system Design and Packaging and Component, Failure Analysis, pp. 1-5. 

[15] Isman, M.K., Pulat, E., Etemoglu, A.B. & M. Can (2008) "Numerical Investigation of 
Turbulent Impinging Jet Cooling of a Constant Heat Flux Surface," Numerical Heat 
Transfer, Part A, 53, pp. 1109-1132. 

12 of 12 

 

[14] Zhang, Y, Fan J.-Y. & J. Liu (2005) “Numerical Investigation Based on CFD for Air 
Impingement Heat Transfer in Electronics Cooling,” Conference on High Density Micro-
system Design and Packaging and Component, Failure Analysis, pp. 1-5. 

[15] Isman, M.K., Pulat, E., Etemoglu, A.B. & M. Can (2008) “Numerical Investigation of 
Turbulent Impinging Jet Cooling of a Constant Heat Flux Surface,” Numerical Heat 
Transfer, Part A, 53, pp. 1109-1132. 

 
 

29th Annual Conference of the Canadian Nuclear Society 
32nd CNS/CNA Student Conference

June 1-4, 2008
Marriott Eaton Centre, Toronto, Ontario

12 of 12


	ABSTRACT
	1. INTRODUCTION
	2. TURBULENT FLOW EQUATIONS
	3. FLOW MODELING SCHEME AND BOUNDARY CONDITIONS
	4. COMPARISON OF FLUENT SIMULATIONS WITH EXPERIMENTAL DATA
	5. CONCLUSIONS
	ACKNOWLEDGMENTS
	REFERENCES


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


